
LLMs: Jailbreaking
(Group 5)

Kazi Noshin, Nina Chinnam, Yanxi Liu, Chaitanya Shahane



Topics divided
We plan to allocate each paper to the group members for the detailed approach in case a question is asked by 
the professor(It need not be covered in the presentation but could come handy if questions are asked)

Also we need not  cover all the topics in all the papers since we have 5 papers and just 45 minutes to speak. 
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Presentation parts divided
1. Introduction: (includes motivation and transition topics to part 2) - Chaitanya
2. Types of attacks:  Kazi
3. Methodology : Nina
4. Results: (findings and discussion) : Yanxi
5. Critical Analysis: 



Jailbreak Attacks
Jailbreak attacks are techniques used to bypass the built-in safety mechanisms of AI 
models, allowing them to generate restricted or harmful content.

Jailbreak 
attacks

variations in 
prompting 
techniques

censorship



Jailbreak attacks
● LLMs are modelled and aligned to avoid generating 

objectionable contents.
● Traditionally Jailbreak attacks have required significant 

human ingenuity.
● Attempts to automate this have achieved limited success 

in the past. 
● Unlike traditional adversarial examples, however, these 

jailbreaks are typically crafted through human 
ingenuity—carefully setting up scenarios that intuitively 
lead the models astray—rather than automated methods, 
and thus they require substantial manual effort.



Adding Suffix 
● LLM serving as a chatbot would not see this input alone, but embedded in a larger 

prompt in combination with a system prompt and additional scaffolding to frame the 
response within the chat framework.

● Red text consists of some adversarial suffix that the attack will optimize to cause the 
model to answer the original user query



Design Element
● Producing Affirmative Responses

● Formalizing the adversarial objective
● Greedy Coordinate Gradient-based Search
● Universal Multi-prompt and Multi-model attacks



Jailbreak attacks
● Continuous and high-dimensional nature of the visual input makes it a weak link 

against adversarial attacks, representing an expanded attack surface of 
vision-integrated LLMs.



Censorship
●  Blind adherence to provided instructions has led to concerns regarding risks of 

malicious use
● Commonly employed censorship approaches treat the issue as a machine learning 

problem and rely on another LM to detect undesirable content in LLM outputs.
● The authors of this paper argue that it should be treated as a security problem which 

warrants the adaptation of security-based approaches
● There are theoretical limitations to this approach and semantic censorship can be 

perceived as an undecidable problem



Mosaic attacks



Discussion
1. We just talked about under-censorship or inadequate censorship of LLMs. The other 

end of the spectrum is over-censorship.
Every country may have a different view on what is objectionable and what is not.  
With very capable models like Deepseek being heavily censored, brings up the 
question what if the models we use like ChatGPT, Claude are censored for any 
generic content that the government asks for. Where should the line be drawn and by 
whom ?

2. The only possible-way to limit Mosaic attacks is contextual-awareness and history 
which might raise concerns about data privacy. How do you think LLMs can better 
tackle this issue without raising data privacy concerns?



Types of Jailbreak Attacks
Jailbreak attacks can be divided based on Modality:

- Textual Attack
- Automated adversarial suffix [46]
- Mosaic prompt attack [47]
- Encryption based attack [47]
- Jailbreak prompt [48]

- Multimodal Attack (Visual + Textual)
- Visual adversarial attack [49]



Types of Jailbreak Attacks
Based on Modality:

- Textual Attack
- Automated adversarial suffix : finds a 

suffix that can be appended to any 
prompt to induce harmful outputs  

- Initial affirmative responses
- Greedy Coordinate Gradient 

(GCG) based Search
- Robust multi-prompt and 

multi-model attacks
- Mosaic prompt attack 
- Encryption based attack 
- Jailbreak prompt 

- Multimodal Attack (Visual + 
Textual)

- Visual adversarial attack

Figure: Screenshots of harmful content generation



Automated Adversarial Suffix

Figure: Screenshots of harmful content generation



Types of Jailbreak Attacks (Cont.)
Based on Modality:

- Textual Attack
- Automated adversarial suffix
- Mosaic prompt attack:  two or more 

seemingly permissible prompts that 
result in an overall impermissible 
answer

- Limitation of semantic 
censorship

- Jailbreak prompt
- Encryption based attack

- Multimodal Attack
- Visual adversarial attack

Fig: Example of Mosaic prompt attack for generation of 
ransomware



Types of Jailbreak Attacks (Cont.)
Based on Modality:

- Textual Attack
- Automated adversarial suffix
- Mosaic prompt attack
- Encryption based attack :

- Limitation of semantic censorship
- Jailbreak prompt

- Multimodal Attack
- Visual adversarial attack

Fig: Malicious users can provide an LLM augmented 
with code interpreters with functions specifying how 
to decrypt the input and encrypt the output.



Types of Jailbreak Attacks (Cont.)
Based on Modality:

- Textual Attack
- Automated adversarial suffix
- Mosaic prompt attack
- Encryption based attack
- Jailbreak prompt : transforming 

ChatGPT into another character
- Multimodal Attack

- Visual adversarial attack

Fig: Example of jailbreak prompt



Types of Jailbreak Attacks (Cont.)
Based on Modality:

- Textual Attack
- Automated adversarial suffix
- Mosaic prompt attack
- Encryption based attack
- Jailbreak prompt : transforming 

ChatGPT into another character
- Multimodal Attack

- Visual adversarial attack

Fig: Jailbreak prompt [ref] 

https://www.reddit.com/r/ChatGPT/comments/12uke8z/the_grandma_jailbreak_is_absolutely_hilarious/


Types of Jailbreak Attacks (Cont.)
Based on Modality:

- Textual Attack
- Automated adversarial suffix
- Mosaic prompt attack
- Encryption based attack
- Jailbreak prompt

- Multimodal Attack
- Visual adversarial attack : Manipulates 

LLMs by introducing adversarial images

Fig: Visual Adversarial Attack



Discussion
1. We have seen several examples of jailbreak prompt engineering (such as, initial 

affirmative responses, adversarial suffix, etc.) to make the model generate harmful 
outputs. What might be some other prompt engineering techniques to elicit 
malicious response from LLM?

2. What other modalities can be affected by multimodal jailbreak attacks? Can you 
think of an example?



Discussion (Cont.)

Fig: Malicious Prompt 
Engineering [ref]

https://www.reddit.com/r/ChatGPT/comments/1b0pev9/was_messing_around_with_this_prompt_and/


Methodology



Landscape of LLM Adversarial Attacks [50]
1. (Re) Programming: Treating prompts like pseudo-code
2. Role Hacking : Hijacking model identity or structure
3. Calls to Action: “Safe-sounding” steps that combine maliciously 
4. Appeals to Authority: Trusting expert tone or credentials 
5. Language Switching : Circumventing filters with multilingual input 



(Re)Programming: Suffix Optimization [46]
● Gradient and Greedy 

Token Replacement 
● Multi-Prompt, 

multi-model training 

Goal: Universal suffix that 
breaks model alignment 



(Re)Programming: Multi-Objective Prompt Attacks [50]
● Use GCG to trigger a 

range of behaviors 
(jailbreaks, info leaks, 
DoS)

● Prompts structured like 
code blocks, configs, 
scripts



Role Hacking: JAILBREAKHUB  [48]
● In-the-wild prompt 

mining 
● Graph-based community 

detection 
● Constructed 107,250 

forbidden scenarios 



Role Hacking: Prompt Format Abuse [50]
● Formats prompts to 

impersonate system rolls 
● Tricks the model into 

confusing instruction 
boundaries



Calls to Action: Semantic Misdirection [47]
● Theoretical Framing using 

Rice’s Theorem 
● Censorship is undecidable in 

general 
● Mosaic Prompts : break 

forbidden content into 
permissible parts  



Appeals to Authority: Visual Language Jailbreaks [49]
● Optimizes a single image 

that bypasses alignment 
across models 

● Target VLMs like 
MiniGPT-4, LLaVA

● Uses adversarial image + 
benign prompt to create 
harmful output 



Results and key findings



Suffix Optimization [46]

● Achieved high attack 
success rates on 
various LLMs.

● Notable 
transferability of 
adversarial prompts 
across different 
models, especially 
GPT-based models.



JAILBREAKHUB [48]



Visual Adversarial Examples [49]



Vulnerabilities and Limitations of LLMs
- Objective Misspecification
- Constraint Set Size Limitations
- Denial of Service Through Floating Point 

Overflow
- Collision Attacks
- Breaking the Spell



Future work
● Developing Robust Defense Mechanisms:  Improve alignment techniques and 

create adaptable, dynamic defense systems.
● Improving Multimodal Security:  Address security concerns in 

vision-integrated LLMs and cross-modal attacks.
● Creating Comprehensive Censorship Frameworks:  Combine ML and 

security-focused methods for effective content moderation.
● Enhancing Transferability Resistance:  Design techniques to limit adversarial 

attacks' transferability across models and modalities.
● Theoretical Analysis and Practical Testing:  Establish benchmarks and 

evaluate model resilience against diverse attack types.



Discussion

● Should defense mechanisms focus more on preventing attacks or detecting 
them after they occur? Why?

● What are the ethical implications of applying stricter censorship mechanisms, 
and how can we balance safety with freedom of expression?

● Should there be a standardized framework for evaluating adversarial 
robustness across all LLMs?



Scenario Discussion
You are a ML Engineer and have been tasked with designing a robust security 
infrastructure for a LLM. You are trying to anticipate different types of attacks that the 
attackers might attempt to breach the security. You have come up with possibilities like 
Adversarial Suffix attack(adding a suffix at the end of the prompt) and Mosaic prompt 
attack(prompt where a harmful scenario is divided into multiple non-harmful 
prompts).

1. What some other types of attacks might the MLE missing?
2. What are some possible defences against the above-mentioned attacks?



Thank You!



Backup



Types of Attack
Other attacks: [50]

- Extraction attack: Extracts sensitive content 
- Example: System prompts

- Misdirection attack: Adversarial prompts to provide malicious responses
- Example: URL Fishing with Foreign Characters

- Denial-of-service attacks: Disrupts/Degrades model performance
- Example: Suppression of EOS tokens

- Control attacks: Controls how model behaves structurally
- Example: Forced End-of-Sequence (EOS) token



Attack Success Analysis: Minimal Tokens vs. Target Length [50]
● The numbers test is 

proportional in difficulty 
to the target length 



Key findings
● Adversarial Attacks Are Effective and Pervasive
● Existing Defenses Are Insufficient
● Attacks Are Transferable and Adaptable
● Continuous Optimization and Evolution of Attacks
● Censorship Faces Theoretical Limitations
● Open Risks and Expanding Threat Surfaces
● Need for Improved Defense Mechanisms


