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 Why We Need Model Cards? 
— ML models

● ML models are used in high-impact areas
● But there is no standardized way to document them
● Lack of transparency leads to misuse and harm
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Real-World Harms from Missing Documentation
● Joy Buolamwini’s story: face recognition failed to detect her：

Joy's story

● Biased toxicity detection models
● Systems disproportionately fail on marginalized groups
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https://www.google.com/search?q=Joy+Buolamwini%E2%80%99s+story%3A+face+recognition+failed+to+detect+her&rlz=1C5CHFA_enUS1068US1069&oq=Joy+Buolamwini%E2%80%99s+story%3A+face+recognition+failed+to+detect+her&gs_lcrp=EgZjaHJvbWUyBggAEEUYOdIBCDgxNGowajE1qAIIsAIB&sourceid=chrome&ie=UTF-8#fpstate=ive&vld=cid:0475e335,vid:0-MfvrizI9w,st:0


What Are Model Cards?
● A model card = structured document about a trained ML model
● One to two page documents
● Describes performance across groups
● Includes: intended use, performance breakdowns, limitations
● Similar to nutrition labels or hardware datasheets
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Who Benefits from Model/Data Cards?
● Developers → compare models
● Policymakers → assess risks
● End-users → understand potential harms
● Companies → support responsible AI practices
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Datasheets vs Data Cards vs Model Cards (Purpose)

Datasheets [2018, 1] Data Cards [2022] Models Cards [2018, 2]

Standardize dataset 
documentation for 
transparency and 
accountability.

Summarize datasets to 
support responsible AI in 
real-world use.

Explain model use, 
performance, and ethical 
concerns for stakeholders.

Capture data origin, makeup, 
and use to assess fit for ML 
tasks.

Document both visible and 
contextual dataset info across 
its lifecycle.

Show performance by 
demographic and phenotypic 
subgroups.
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Datasheets vs Data Cards vs Model Cards (Key Features)

Aspect Datasheets Data Cards Models Cards

Format

Documentation Style

Long-form Q&A 
format

Manual, reflective—not 
automated

Modular block format 
(title, Q, input)

Covers fairness, 
purpose, provenance

Short (1–2 pages)

Shows model data, 
evaluation, ethics
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Example Datasheet
Example datasheet for Pang and Lee’s 
polarity dataset, page 1

This datasheet contains 4 pages
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Example Data Card

A Data Card Template 
Section: This section is 
titled "Dataset Overview".
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The section contains two rows:
● The first row has three blocks.
● The second row spans the entire width of the section.

Blocks contain 
(A) A Title, 
(B) A prompting question, and 
(C) An answer input space with predetermined choices or suggested answer 
structures.



Example Model Card
Example Model Card for two versions 
of Perspective API’s toxicity detector
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Datasheets vs Data Cards vs Model Cards (Key Features) [Cont.]

Aspect Datasheets Data Cards Models Cards

Benefit

Use

Supports 
reproducibility & bias 
checks

Created during dataset 
build & updated over 
time

Serves as a shared 
“boundary object”

User-focused, works 
across platforms

Ensures transparent, 
fair use

Complements to 
datasheets
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Datasheets vs Data Cards vs Model Cards (Target Audience)

Datasheets Data Cards Models Cards

Dataset creators and 
consumers (especially in 
academia or research).

Diverse stakeholders 
(developers, auditors, 
policymakers), not 
necessarily dataset experts.

ML practitioners, developers, 
policymakers, affected users.
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Values Encoded in Machine Learning Research

Uplifted Values Neglected Values

performance
generalization
efficiency 
novelty

social concerns 
justice
inclusion 
societal need
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Relation between Values and Cards

Datasheets Data Cards Models Cards

Tackle dataset opacity by 
requiring reflection on data 
origin, consent, use, and limits.

Challenge the assumptions by 
documenting context, labeling, 
fairness, and impact.

Address ethics and bias by 
detailing use cases, subgroup 
performance, and risks.
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Discussion
1. Would it be feasible for datasets to be required to have a standardized 

documentation before being publicly released? What are the trade-offs?

2. Can you think of a scenario where a lack of consistency in data/model 
documentation could lead to confusion or misinformation?

3. It is inevitable that values will influence AI design. Who should decide which 
values in AI design should be prioritized?
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Methodologies
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Model Cards for Model Reporting
● Inspired by system failures 
● Built from cross-domain 

analogies 
● Structure: 

○ use case→ metrics → caveats 
● Intersectional group 

evaluation required 
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Datasheets for Datasets
Drafting 

Questions

Pilot Testing

Industry 
Feedback

Legal Review

Refinement  

Structuring  
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Data Cards 
1. Participatory Design 

a. 24 month co-development with 
12 teams 

b. 22 real world Data Cards 
2. Surveys & Iteration 

a. MaxDiff Survey (n = 191) 
b. Identified 31 essential elements 

3. OFTEn Framework 
a. Reflects on Observable vs 

Unobservable dataset traits
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Values Encoded in ML Research
Sampling

100 top NeurIPS/ICML Papers 

Coding
3.5k+ sentences, manually annotated

Values
Inductive + Deductive identification

Reliability
Fleiss’ Kappa (0.45 - 0.79), dual coding
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Discussion 
1. The methodology behind these papers  emphasizes manual, reflective 

documentation rather than automation. What are the trade-offs of requiring 
dataset creators to manually complete extensive documentation, and how might 
this impact adoption in fast-paced industry settings?
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Results and Analysis
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Analysis - Data Cards
● This paper by Google Research also talks about data cards for the purpose and 

have interesting insights
● A single Data Card can support tasks such as conducting reviews and audits, 

determining use in AI systems or research, comparison of multiple datasets
● Also helps with inclusion of multiple perspectives (engineering, research, user 

experience, legal and ethical) to enhance the readability and relevance of 
documentation

● A centralized approach would definitely pave a path to hassle free future research
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Analysis - Datasheets for Datasets
1. Since circulating the draft for this paper in 2018, the practice of maintaining 

datasheets for datasets has gained traction.
2. Academic Researchers and Researchers at organizations like IBM, Google, 

Microsoft have started maintaining data cards for the purpose. 
3. The main common challenge observed in the process is need for dataset creators 

to modify the questions and workflow based on their existing organizational 
infrastructure and workflows.

4. Although it might help in mitigating social bias to some extent, it will also create 
an overhead for dataset creators.
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Analysis: The Values Encoded in Machine Learning Research
● Out of the plotted prevalence values in 100 annotated papers, the top values were 

observed to be performance (96% of papers), generalization (89%), building on 
past work (88%).

● Most papers only justify how they achieve their internal, technical goal; 68% make 
no mention of societal need or impact, and only 4% make a rigorous attempt to 
present links connecting their research to societal needs. 

●  98% of papers contained no reference to potential negative impacts.
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Analysis: The Values Encoded in Machine Learning Research
● Another interesting statistic from the study was:

 Comparing papers written in 2008/2009 to those written in 2018/2019, ties to 
corporations nearly doubled to 79% of all annotated papers, 

ties to big tech more than tripled, to 66%, while ties to universities declined to 
81%, putting the presence of corporations nearly on par with universities
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Analysis: The Values Encoded in Machine Learning Research

28



Discussion
● The entry of Big corporations raises concerns for ethical research and values. But 

these corporations also bring a lot of money in terms of research funds, something 
that is vital in today’s  fast paced research world. What are your thoughts on this ?
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Scenario Discussion
A tech company has developed an AI tool to automate hiring by analyzing resumes. 
The tool is trained on a dataset primarily from a specific demographic and uses 
performances metrics based on homogeneous job markets. As the company prepares to 
release the tool, it faces challenges related to potential hiring bias, the need for 
transparency in decision-making, and ensuring fairness across diverse groups. To 
address these issues, the company plans to create Model Cards, Datasheets and Data 
cards to document the AI systems and its datasets.
1. What steps should the company take to document potential biases in the data?
2. What ethical considerations should the company take into account when 

releasing an AI-powered hiring tool?
3. Should there be regulatory standards for the use of such tools, particularly when 

they involve sensitive decisions? 30



Thank you
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