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Icebreaker: Judge LLM Responses

● You’ll see a question and two LLM-generated 
responses

● Your task is to read both responses and evaluate 
which response is better
○ Which is more creative?
○ Which is more objective?
○ Are there different ‘vibes’ to an LLM?



Icebreaker: Judge LLM Responses

● ChatGPT 4o:
○ Uses vivid metaphors
○ Focuses on storytelling over detailed facts
○ Strong use of personification and dramatic tone
○ Appeals to pathos and imagination
○ Great for humans who value creativity
○ May underperform with reference-based metrics

● Perplexity:
○ Presents clear, concise causes
○ Includes dates and historical details (e.g. 476 AD)
○ Logical list structure with no emotional language
○ Appeals to logos (facts, reasoning)
○ Ideal for reference-based or rubric-style metrics
○ May feel dry or less memorable to human evaluators



Icebreaker: Judge LLM Responses
● ChatGPT 4o:

○ Adds personality to characters (e.g. lovable fish named 
Dory)

○ Emphasizes themes and lessons
○ Focuses on emotional growth and journey
○ More engaging tone, reads like a movie trailer
○ Strong candidate for human preference evaluation
○ Might score lower on reference-based metrics due to 

less lexical overlap
● Gemini

○ Provides a straightforward plot breakdown
○ Lists key events and characters with minimal 

embellishment
○ Focuses on literal accuracy
○ More neutral tone, like a textbook or reference summary
○ Likely to score higher on metrics like BLEU or ROUGE
○ Might feel flat or less engaging to human readers



Let’s Talk Cookies

Let’s say we have the recipe for the base of a 
cookie recipe

● Different cookies can be made from the 
base to satisfy different preferences

● If the recipe for the base changes the 
base for all the cookie variations, what 
can happen?

Let’s say the base of the cookie recipe  is an 
SOTA LLM

● How can our understanding of this 
cookie example transfer to LLMs?



Timeline

• What are LLMs being used for?
• How do we evaluate LLMs?
• How can we trust LLMs?
• Discussion and Q&A



What are LLMs being used 
for?



Foundation Models
● Foundation models – any model trained on broad and generally unlabeled  

data and is adaptable to many downstream tasks
○ Based on self-supervision + DNNs (long existed)
○ E.g., GPT-3 with 175B parameters, adapted via prompt engineering ⇒ 

variety of tasks

● Foundation models – any model trained on broad and generally unlabeled  
data and is adaptable to many downstream tasks
○ Based on self-supervision + DNNs (long existed)
○ E.g., GPT-3 with 175B parameters, adapted via prompt engineering ⇒ 

variety of tasks
● Other key definitions

○ Emergence – system behaviors emerge,  not hard-coded
○ Homogenization –  consolidation of methods for building ML systems 

across wide range of applications
■ One model can be reused everywhere
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● Transfer learning – to take the knowledge learned from one task 
and apply it to another task

● Scale, which involves 
○ (1) computer hardware improvements
○ (2) Transformer architecture ⇒ parallelism of hardware to 

train more expressive models
○ (3) availability of more training data

■ Can → non-trivial cost of annotation
● Self-supervised learning

○ E.g., masked language modeling task to train BERT
○ Force the model to predict parts of inputs ⇒ richer and 

potentially more useful models



Foundation Models: Uses



Specific Applications of Foundation Model
● Healthcare, e.g., 

○ Personalized therapy and adverse-event prediction (e.g., Google’s 
Med-PaLM 2)

○ Accelerated drug discovery and protein folding (e.g., DeepMind’s 
AlphaFold 3)
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● Healthcare, e.g., 
○ Personalized therapy and adverse-event prediction (e.g., Google’s 

Med-PaLM 2)
○ Accelerated drug discovery and protein folding (e.g., DeepMind’s 

AlphaFold 3)
● Law, e.g., 

○ Consumer legal triage and self-help (e.g., ChatLegal)
○ Contract review and brief drafting (e.g., Lawgeex’s Legal-BERT)

● Education, e.g., 
○ AI-powered adaptive tutoring (e.g., Khan Academy’s Khanmigo)
○ Automated content and exercise generation (e.g., Duolingo Max)



Foundation Models: Benefits
● Many SOTA NLP models adapted from a few foundation models

○ E.g., BERT, RoBERTa, BART, T5
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○ Result: can have models adapt to tasks that span multiple 
modes
■ E.g., with healthcare data (medical images, 

structured data, clinical text in healthcare)

● Many SOTA NLP models adapted from a few foundation models
○ E.g., BERT, RoBERTa, BART, T5
○ Homogenization means improvements in foundation 

models ⇒ benefits across NLP
● Multimodal models

○ Homogenization across research communities ⇒ 
foundation models across wide range of modalities

○ Result: can have models adapt to tasks that span multiple 
modes
■ E.g., with healthcare data (medical images, 

structured data, clinical text in healthcare)
● In-context learning – language model adapted to downstream 

task via prompts (an emergent property)



Foundation Model Technology Stack
● Data: creation, curation
● Model: architectures (e.g., Transformers) optimized for:

○ Expressivity, scalability, multimodality, memory, compositionality
● Training:  self-supervised objectives

○ Evolution from principled selection, domain-generality
● Systems: key for scaling data and model, which track capability improvements

○ Parallelism strategies ⇒ retrieval-based and mixture-of-expert models
● Adaptation: unfinished + general → specified via fine-tuning or prompt-based methods

○ Evaluate temporal adaptation, introduce constraints
○ Help consider necessities required before deployment

● Evaluation: providing a means to track progress, understand models, document capabilities and biases
● Security and privacy: key due to need to improve foundation models’ security and ensure privacy

○ Risk of function creep, dual use
● Robustness to distribution shifts: robustness against training distribution != testing distribution
● AI safety and alignment: need to consider risks, hazards, and harms; increase as capabilities increase
● Theory and interpretability: understanding, principles, guarantees to complement empirical findings; 

explainability via study of foundation models



From Data Creation to Deployment

Other things to consider within tech stack: model, system, evaluation, 
robustness to distribution shifts, security and privacy, theory, and 
interpretability



Foundation Models: Some Problems
● Most/all AI systems inherit same biases as foundation models

○ Due to homogenization
■ Push social inequities, disinformation, etc. ethical issues
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● Most/all AI systems inherit same biases as foundation models
○ Due to homogenization

■ Push social inequities, disinformation, etc. ethical issues
● Uninterpretable and unexpected failure modes 

○ Due to emergent qualities rather than explicit construction
● Other problems

○ Models from the foundation models can lead to
■ Inheritance of the economic and computational expenses

● Latter ⇒ environmental impacts if computation increased
○ Legal ramifications 

■ E.g., training data and output liabilities, privacy breaches, etc.
○ Political economy challenges

■ E.g., concentration of power and homogenization, costs of SOTA ⇒ 
access barriers for some researchers, etc.



Foundation Models: Some Problems

With great power comes with great responsibility!!

Aggressive homogenization is risky. ⚠
Derisking is the central challenge for further foundation model 
development for an ethical and AI safety perspective. ✅



Think Ecosystem, Act Model

With that said, we need two things:

(1) Surrogate metrics for a representative set of potential 
downstream evaluation

(2)  A commitment to documenting these metrics



Discussion

● When are models “safe” to release?
○ Are there specific criteria or tests?
○ Should models be tested under normal use-cases or 

under adversarial conditions too (e.g. jailbreak)?

● How should the community react in response to 
methodological misconduct?
○ Is there a way to enforce accountability while 

encouraging openness and innovation? 

● Given that the future of foundation models is filled with 
uncertainty, who should determine this future?



How do we evaluate LLMs?



Reference Based Metrics
● N- Gram Based Metrics 

○ BLEU (Bilingual evaluation understudy)
■ Basis is comparing translation of 2 texts
■ Applications

● Text generation
● Paraphrase generation
● Text summarization

■ Measures precision of candidate words to referenced text
● Usually done in segments/sentences and averaged over
● Even humans can’t obtain a perfect score

■ Can consider unigrams (single words), bigrams, etc.
● Can be averaged over again for more generalizable score

■ Doesn’t consider grammar or punctuation



Reference Based Metrics
● N- Gram Based Metrics 

○ ROUGE (Recall Oriented Gisting Evaluation)
■ Measures the recall

● Especially useful for text summarization
● Want to know how much LLM remembers

■ Leads to the F1 Score, an accuracy score

● Rouge-N ● Rouge-L (LCS is longest common subsequence)



Reference Based Metrics
● Text Similarity Based Metrics

○ Comparing the word output between two texts
○ Good to see if LLM is close to GT text, or a given task
○ Levenshtein Similarity Ratio (“Simple Ratio”)

■ String Metric based on Levenshtein Distance
● Lev.dist is minimum number of changes 

to form other string
○ Token Sort Ratio

■ Sort string into words/tokens alphabetically, 
recombine, compare using Simple Ratio

○ Token Set Ratio
■ Similar to above, but looks at intersection and 

Union 



Reference Based Metrics
● Semantic Similarity Metrics

○ Relies on the similarity of contextual embeddings
■ “How close their meanings are”

● Cosine Similarity of embedding vectors
○ 1 => similar, -1 => dissimilar

○ Current Metrics:
■ BertScore, MoverScore,  Sentence Mover Similarity (SMS)

○ Problems:
■ Not correlated with human evaluators
■ Lack interpretability
■ Poor task generalization (understanding meaning of multiple 

things)
■ High LLM Bias



Reference Free Metrics
● Produce a score and do not rely on a ground truth text, based on something 

else, like a document or a model
● Quality-Based Metrics

○ For summarization, detects pertinent information
○ ROUGE-C, SUPERT (measures similarity from pseudo reference)

● Entailment Based Metrics
○ Given text, determines if output text entails, or undermines the premise
○ “Consistent or Inconsistent”
○  SummaC, FactCC, DAE

● Factuality Based Metrics
○ Checks if information contradicts source/input text
○ SRL Score, QAFactEval

● Limitations exist that scores bias based on the model or on higher quality 
text. For example…

https://arxiv.org/abs/2111.09525
https://arxiv.org/abs/1910.12840
https://aclanthology.org/2020.findings-emnlp.322.pdf


Reference Free Metrics
● Prism-src

○ Scores a translated text 
according to the 
log-probability of the 
translation conditioned on the 
original source text under a 
learned 
sequence-to-sequence 
translation model

○ Learns translation in pairs
● Prism-src still gets it wrong, even 

compared to the correct translation!



LLM Based Evaluators
● Use LLMs to explain themselves! Scalable and interpretable
● Prompt Based Evaluators

○ Judges text alone based on fluency and coherence (reference free)
○ Looks at two text and checks consistency and relevancy (reference)

■ Can be a GT and a generated text
■ Generated text and a topic statement
■ Reason-then-Score (RTS), Multiple Choice Question Scoring (MCQ), 

Head-to-head scoring (H2H), and G-Eval
○ Limited by:

■ Positional bias, verbosity bias, self-enhancement bias
■ Limited mathematical and reasoning skills
■ Issues with assigning numerical scores 

● Trouble with high scaling and low variance
● LLM Embedding Based Evaluators

○ GPT3’s text-embedding-ada-002
○ Looks at Semantic Similarity



LLM Based Evaluators: Example
●



LLM Based Evaluators: Coding Metrics
● Functional Correctness

○ Accuracy of text to code generation tasks when 
tasked with generating code for a specific task

○ Define set of test cases and give to LLM 
generated code

○ Doesn’t take into account readability, 
maintenance or efficiency

● Automatic Test Generation
○ Have LLM generate test cases on its own given 

some code
○ Prone to hallucination



LLM Based Evaluators: Coding Metrics
● Rule Based Metrics

○ Syntax correctness:
■ Conforms to the syntax rules of the programming language being used. 
■ Ex: missing semicolons, incorrect variable names, or incorrect function calls.

○ Format check: 
■ Follows a consistent and readable format. 
■ Ex: Indentation, line breaks, and whitespace.

○ Language check: 
■ Checks understandably 
■ Ex: Common language issues like correct word choice or grammar.

○ Keyword presence: 
■ Includes keywords found in input 



LLM Based Evaluators: Metrics for RAG
● RAGAS (evaluation framework for your Retrieval Augmented Generation pipeline)
● Generation-related metrics

○ Faithfulness
■ Measures the factual consistency of the output against the given context 

(documents)
■ Penalizes any unfound context per inference, with a final score of 0 to 1
■ Calculated from generated inference and reference

○ Relevancy
■ Degree that question is actually answered.
■ Does not take into account factuality
■ Penalizes the presence of redundant information or incomplete answer
■ Calculated from question and answer



LLM Based Evaluators: Metrics for RAG
● Retrieval related metrics

○ Context Relevance
■ Penalizes Redundancy of information, measures “quality”
■ Calculated from Question and Context/Inference

● Includes “Strictness” variable (set at 3 out of 5)
○ Context Recall

■ Measures the recall of the retrieved context using the annotated answer as 
ground truth (essentially used as a proxy)

■ It is calculated from ground truth and retrieved context
■ Binary Classifier (yes/no)



Human Based Evaluation
● Sometimes these automatic evaluators are just not enough

○ Human feedback usually outshines LLM based answer..
● Can be influenced by expertise of evaluators, the number of evaluators, their familiarity 

with the task, and their training
● Can be unstable/variant based on cultural background
● Can evaluate based on 6 criteria

○ Accuracy
○ Relevance
○ Fluency (Readability)
○ Transparency (Openness of LLM’s process)
○ Safety
○ Human Alignment



Discussion

Suppose a summarization model gets a very high 
BLEU score by repeating exact phrases from the 
reference text—but its summary feels robotic and 
adds no real insight. Another model gets a lower 
BLEU score but paraphrases fluently. Which model 
would you prefer to deploy in a news 
summarization app? Why?

● Focus: N-gram metrics vs. Human-preferred paraphrasing
● Where do you draw the line for the usefulness of precision- 

based scoring?



Can we trust LLMs?



What is trustworthiness?
avoid producing hateful, harassing or obscene language, even 
when provoked

avoid endorsing or amplifying demographic stereotypes

predictions should not collapse under purpose‑built adversarial 
input

generalise sensibly to inputs whose style, topic or time period 
differ from its training data

resist being misled by poisoned few‑shot examples supplied in 
context



What is trustworthiness?

avoid memorizing and regurgitating sensitive training data or 
leak personally identifiable information from a conversation

make commonsense moral judgements and refuse unethical 
requests

predictions should not systematically disadvantage protected 
groups, even in imbalanced contexts



DecodingTrust
• A unified systematic audit beyond one-off benchmarks

• Evaluate GPT-3.5 and GPT-4 across all 8 trustworthiness 
perspectives

• Evaluation on both benign and adversarial prompts
• Benign: elicit the model’s intended behaviour under normal use
• Adversarial: stress‑test the model by coercing, misleading or confusing it 

so hidden failure modes appear



Evaluated models
GPT-3.5 (175B) and GPT-4
• Trained with RLHF (encourage follow instructions)
• Role based chat format (system+user prompts)
• Classification: Zero-shot and few shot (temp=0)
• Generation: 150 tokens (temp=1, top-p=1)



Toxicity metrics: Google Perspective API

• Expected Maximum Toxicity
• (worst-case) max toxicity score over 25 generations for the same prompt

• Toxicity Probability 
• Prob. of toxic continuation (TOXICITY ≥ 0.5) at least once over 25 

generations for all prompts



GPT3.5 and GPT-4 (with RLHF)
● Far less toxic than previous models 
● Still prone to generating toxic content 

Toxicity: standard benchmark 



Toxicity: diverse system prompts



Toxicity: diverse system prompts

● Straightforward prompts with swear words are most effective at 
eliciting toxicity

● GPT-4 is an easier target (follows instructions better)



Toxicity: challenging user prompts

● Generated prompts are more effective than benchmark
● GPT-4 generated prompts transfer better to other models



Evaluation: stereotype bias



Stereotype bias: metrics

• Query the model 25 times for each stereotype
• nagree is the number of “I agree” responses

• agreementIndex = 1 indicates that the model always agrees 
with the stereotype user prompt



Evaluation: stereotype bias
• Dataset of 1,152 prompts is built by crossing 16 stereotype themes with 24 

demographic groups

• Bias is quantified by how often the model outputs “I agree” to a 
prejudiced statement. 

• Under benign and untargeted system prompts, GPT models reject biased 
statements for the majority of the stereotype topics

• GPT models will agree with stereotype statements under designed targeted 
(adversarial) system prompts



Evaluation: stereotype bias

• Under benign and untargeted system prompts, GPT models reject biased 
statements for the majority of the stereotype topics

• GPT models will agree with stereotype statements under designed targeted 
(adversarial) system prompts

• Bias is not uniform
• GPT‑4 rejects “Homosexuals have HIV” but concurs with 

“Women have HIV”
• less sensitive themes such as “leadership” elicit more bias 

than high‑risk themes like terrorism



Evaluation: adversarial robustness
• AdvGLUE: multi-task benchmark specifically developed to assess how 

vulnerable LLMs are to adversarial attacks
• Word-level, sentence-level, and human-crafted perturbations to create 

challenging adversarial examples



Adversarial robustness: AdvGLUE

● GPT‑4 handles standard text attacks better than any earlier model (78 % 

accuracy)  

● GPT‑3.5 (67 %) no better than the previous state of the art

● Long warnings like “watch out for attacks” do not improve robustness

● Sentence-level perturbations > word-level perturbations ≈ human-crafted 

perturbations

● GPT‑3.5 starts giving irrelevant answers under attack

○ GPT‑4 mostly sticks to valid choices



Adversarial robustness: AdvGLUE++
• AdvGLUE++: use AdvGLUE examples to use other LLMs to generate 

adversarial prompts
• Alpaca-7B, Vicuna-13B, StableVicuna-13B

• Alpaca/Vicuna generated prompts cut GPT‑4 accuracy from 78 % to 
56% (GPT‑3.5 to 49%)

• Robustness on the original AdvGLUE was over‑optimistic without 
these stronger attacks



Evaluation: OOD robustness
How well do GPT models handle variations of styles within a single language?



Evaluation: OOD robustness
Are GPT models aware of the lack of unknown knowledge? How resilient are GPT 
models in handling unknown facts?



OOD robustness metrics
• Accuracy (ACC) 

• ratio of correct responses to the total number of responses

• Refusal Rate (RR) 
• percentage of times that the model refuses to answer, such as responses 

like “I don’t know.” 

• Meaningful Accuracy (MACC)
•  percentage of correct answers out of the total responses that are not 

refused



Takeaways: OOD robustness
• GPT‑4 loses fewer points than GPT‑3.5 when the writing style is changed (e.g., 

Shakespearean)

• On questions about events after its training cut‑off, GPT‑4 often says “I don’t 
know” instead of guessing

• GPT‑3.5 is more likely to hallucinate an answer

• Example demos from a related domain help GPT‑4 (demos from an unrelated 
domain hurt)

• GPT‑3.5 is harmed by demos from either unrelated or related domains



Adversarial demonstrations: counterfactuals



Adversarial demonstrations: backdoors



Adversarial demonstrations: spurious keywords



Evaluation: adversarial demonstrations
• Harmless counterfactuals in prompts don’t fool models, sometimes 

they help
• Demos that embed spurious keyword cues trick GPT‑3.5 a lot and 

GPT‑4 a little
• A hidden trigger token (e.g., “cf”) in demos can install a back‑door: both 

models mis‑classify inputs containing the trigger
• The nearer the poisoned demo is to the real question, the stronger the 

effect
• GPT‑4 is more sensitive than GPT‑3.5 to these back‑door 

demonstrations



Privacy leakage during conversations



Privacy related words and privacy events



Evaluation: privacy

• Both models can recall private email addresses from the Enron 
training set

• Giving them the email domain in a few‑shot prompt boosts the hit 
rate by up to 100×

• Personal data inserted earlier in a chat can be coaxed back out 
later

• Social‑security‑number style content is leaked far less (explicitly 
blocked)

• Subtle wording like “confidentially” vs “in confidence” changes how 
much the model leaks



Evaluation: machine ethics



Evaluation: machine ethics



Evaluation: machine ethics
• GPT‑4 scores as well as dedicated fine‑tuned models on 

moral‑judgement tasks; GPT‑3.5 lags
• Combined jailbreak prompts and “it was accidental” framing flip 

GPT‑4’s moral verdicts more easily than GPT‑3.5
• GPT‑4 recognises harm‑to‑others much better than harm‑to‑self 

scenarios
• GPT‑4 accuracy improves when the harm described is more severe; 

GPT‑3.5 stays flat
• Both models can still be tricked into calling clearly immoral acts 

“not wrong”



Evaluation: fairness



Evaluation: fairness
• As the test data become more imbalanced, GPT‑4 gets more accurate 

but its demographic‑parity gap widens  

• GPT‑3.5 shows smaller gaps but also lower accuracy

• Few‑shot training examples from imbalance pools that are themselves 
biased make both models biased

• Supplying just 16 balanced examples cuts the gap sharply for both 
models

• Even after balancing, GPT‑4’s residual unfairness is slightly higher than 
GPT‑3.5



Decoding Compressed Trust



Discussion



Discussion
●  In DecodingTrust, GPT-4 often performs 

better than GPT-3.5 on benchmarks, but 
is also more vulnerable to jailbreaking. 
Meanwhile, Decoding Compressed Trust 
shows that smaller, compressed models 
sometimes behave more ethically or 
robustly than larger ones.
If a smaller or compressed model 
behaves more ethically but performs 
slightly worse on accuracy benchmarks, 
which one would you deploy in a 
real-world application like education or 
healthcare? Should we prioritize 
trustworthiness over raw performance?

● How should we balance human 
judgment and automated metrics in 
evaluating LLMs? Are there specific 
scenarios where one is preferred over 
the other?

● Should we invest more in automated 
evaluation methods—like reward 
models or “LLM-as-a-judge” 
techniques—as alternatives to human 
evaluation? Or is human annotation still 
the most trustworthy way to assess 
model behavior?



Thank You
CS 6501: Responsible AI
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